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Executive Summary

This study examines characteristics of videos from YouTube and aims to provide insight on video
transcoding trends. The domain these data come from is film post-production, which entails all the steps
that take place after shooting a movie and before consumer viewing. Specifically, this project represents
the deliverables and distribution aspect of the post-production process; i.e. how a movie gets from the
filmmakers’ camera to your personal device. After a video has been edited and color corrected for
example, it needs to be converted into the proper format for its intended platform, whether that be
broadcast, theatrical, or online streaming.

Transcoding is the process of converting videos from one format to another (Cardwell,

n.d.). Videos differ in frame rates, codecs, durations, size, and color management for instance.
Transcoding to different formats involves a considerable amount of time and computer memory usage, SO
looking at which video metadata are responsible for the time and memory used can help give insight on
where to optimize the process. In order to analyze the data, | explored the relationships between video
characteristics and transcode time through a variety of visualizations representing variable distributions

and correlations.

Intro and Background of the Problem

Harnessing video data into manageable sizes for everyday use and compatibility is a constant
challenge in the film industry, whether you’re sending a video rough cut to a producer, putting together a

feature film, or uploading content for streaming online. Achieving efficient workflows while keeping



viewers content and uninterrupted requires specific video formats and codecs. Like encoding and
decoding a message, codecs are different ways of compressing and decompressing video and audio.
Codecs apply algorithms to reduce video file sizes for storage and transmission purposes, and then later
decompress them for viewing (Ruether, 2019). Examples of common codecs include H.264, AV1,

MPEG, and many more (see Appendix for a more complete list).

As the demand for increasingly higher quality content and faster loading times grows, so do video
resolutions and file sizes as a result. A typical editing setup most likely cannot handle higher than 4K
resolution without significant performance loss. Different devices, network bandwidths, and software
require specific characteristics for video files in order to maintain functionality (Deneke, 2014). Video
data has become harder and harder to manage. Thus, transcoding is a very necessary part of the post-
production process and should be optimized.

The Online Video Characteristics and Transcoding Time Dataset from the UCI Machine Learning
Repository contains two tsv files. The first file is 168,286 randomly sampled YouTube videos from 2015
along with their video characteristics including duration, bitrate, height, width, frame rate, codec,
category, and url. The second file is 68,784 different instances of transcoding tests using samples of
videos from the first file as input for the generated output columns. Additional attributes within the
transcode dataset include output codec, output bitrate, output size, allocated memory, and total transcode
time in seconds.

In my analysis | am exploring the following research questions:

Which video attributes contribute to longer transcode times?

Which video attributes contribute to higher memory usage?

How can transcoding time be reduced?

How can memory usage be optimized?



Methods

For this analysis, | used Python in Jupyter Notebook to preview, clean, and explore the data with
printed data summaries and rough visualizations. | got a sense of the patterns in the data through
histograms and bar charts. I also used Tableau Prep Builder to experiment with manipulating and merging
the raw data files. | cleaned the video id values by removing special characters and excess spaces,
transforming the characters to the same case, and inspecting the data types. I wasn’t able to merge the two
datasets based on shared attributes however, so this helped me conclude that they are better suited for
separate analyses.

From there | went back into Jupyter Notebook to focus on just the transcodes dataset and look at
the relationships between variables. | visualized the correlations between transcode time (utime), memory
usage (umem), duration, framerate, bitrate, and file size using a Pearson ranking chart to determine which
metadata have the most impact on memory allocation and transcode time. With the dataset summaries,
exploratory visuals, and correlation insights from Python, | moved into Tableau to generate final
visualizations. Below we can see the Pearson ranking chart and the histogram of transcoding time, which

is right-skewed. The majority of transcodes in this dataset took less than 3 seconds.
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Results

The main criteria | based my conclusions on are correlations. The higher the correlation, the more
impact a variable has on transcoding time. Memory usage had the strongest relationship with transcode
time, meaning that the more time a video took to transcode, the more memory was used. Additional
experiments and details would be needed to explore other factors that might be contributing to memory
usage. Bitrate had a slight positive correlation with transcode time, but the remaining variables were
insignificant. Looking at the average transcode times by codecs produced the following chart, revealing
that the mpeg4 codec has the lowest average transcode time while h264 files generally took longer on

average.

Average transcode time (sec) by codec

mpeg4 flv vp8 h264

7.167 9.778 10.333 10.925

Based on the information given, | had to make some assumptions about the data. The units of
measurement for transcoding time and memory usage were not provided, so based on the number sizes
and my research | assumed the time was in seconds and the memory usage was in kilobytes (KB). I also
assumed the output parameters for transcoding were selected at random.

The final visualizations from Tableau are useful for interpreting the data in a more digestible way.
Decisions about improving post-production processes can then be made more easily by non-technical
stakeholders using the supporting visuals from this project. Benefits of analyzing the data this way would
be in helping decision making for additional resources, bandwidth, and which formats are ideal to cut
costs. For example, currently available machines in a company could be checked for specifications to
determine if additional machines or memory could help reduce transcoding time. It would also allow for
post-production teams to efficiently schedule automated transcodes based on required transcode time and

memory allocation.



Discussion and Conclusion

Some of the challenges in this analysis include access to data, relevant research, narrow scope,
and changes in technology. It is difficult to obtain publicly available data within the post-production
domain because a lot of the data come from protected intellectual property (IP). It is also hard to keep up
with the quickly evolving technologies. Research and analysis become obsolete very quickly as
compression software advances and higher quality video formats emerge. The dataset used for this project
is from 2015, meaning the codecs and transcode times may be out of date. The v8 codec featured in the
data for example is an older version of the Al codec, so the newer iteration likely has better performance
and would produce different results. The scope becomes specific to that time period, making it hard to
compare the insights to more modern use cases and decision-making. Finding or generating newer
datasets would be the most important next step to improve this project and take it to the next level.

Analyzing video metadata in relation to transcoding times and memory usage is important in
understanding what resources are needed to make workflows more efficient. In the film industry, the need
for optimal time estimations and video quality in a world dominated by streaming services is crucial to
meet the needs of consumers expecting instantaneous and high-quality visual content. It is also necessary
for production companies experiencing this massive growth in produced content to be aware of the best
methods for cutting costs and time by purchasing the right storage solutions and software. Visualizing the
relationships between these specifics will provide a framework to analyze more current data and

compression types.
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Appendix

Mozilla (2021) provides this list of common codecs and their supported file formats:

Codec name (short)

AV1
AVC (H.264)

H.263

HEVC (H.265)

MP4V-ES

MPEG-1
MPEG-2
Theora
VP8

VP9

Full codec name

AOMedia Video 1
Advanced Video Coding

H.263 Video

High Efficiency Video Coding

MPEG-4 Video Elemental
Stream

MPEG-1 Part 2 Visual
MPEG-2 Part 2 Visual
Theora
Video Processor 8

Video Processor 9

Container support

MP4, WebM
3GP, MP4

3GP

MP4

3GP, MP4

MPEG, QuickTime
MP4, MPEG, QuickTime
Ogg
3GP, Ogg, WebM

MP4, Ogg, WebM



8.

9.

Questions

What is the best way to reduce costs using this information?

How can we be sure we are using the most efficient codecs?

Will these insights help improve load balancing between machines?
What potential do these data provide in terms of future predictions?
How can the data be improved?

How can this analysis be tailored to specific post-production workflows?
Can we implement this analysis on newer data?

What further visualizations and details can you provide?

How can we ensure optimal efficiency with transcoding times?

10. What other machine learning potential exists in this dataset?
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